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ABSTRACT

A pre-flight analysis of the directional solidification of BiSn with MEPHISTO-4 is presented.

simplified Bridgman growth under microgravity conditions is simulated using a two dimensional

finite element model. This numerical model is a single domain, pseudo-steady state model, and

includes the effects of both thermal and solutal convection. The results show that for all

orientations of the applied steady state gravity vector, of magnitude 1 I.tg, the directional

solidification process remains diffusion controlled. The maximum convective velocity was found

to be 4.424 ,, 10 .5 crn/s for the horizontal Bridgman growth configuration. This value is an order

of magnitude lower than the growth velocity. The maximum and minimum values of solute

concentration in the liquid at the crystal-melt interface were 13.867 at.% and 13.722 at.%,

respectively. This gives a radial segregation value of _ = 1.046% at the interface. A secondary

objective of this work was to compare the results obtained to those that consider thermal

convection only (no solutal convection). It was found that the convective flow patterns in

simulations which included solutal convection were significantly different from those which

ignored solutal convection. The level of radial segregation predicted by the current simulations

is an order of magnitude lower than that found in simulations which ignore solutal convection.



The final aimwasto investigatethe effectof g-jitteron thecrystalgrowthprocess.A simulation

wasperformedto calculatethe systemresponseto a 1 second,100 I.tggravity impulseacting

normal to the directionof growth. This pulseis consistentwith that inducedby Orbiter thruster

firings. Theresultsobtainedindicatethat sucha gravitypulsecausesan increasein the levelof

radial solutesegregationat the interfacefrom the steadystatevalues. The maximumvalueof

soluteconcentrationin the liquid was found to be 13.888at.%, the minimum value calculated

was13.706at.%,yielding a radial segregationvalueof _ = 1.31%atthe interface.Thesevalues

occurred 126 secondsafter the pulseterminated. Thus it is anticipatedthat the processwill

remaindiffusion controlledevenwhensubjectedto suchg-jitter.

1. INTRODUCTION

The synthesis of advanced materials for the automotive, aerospace, electronic and biomedical

fields demands high-quality crystals. The compositional uniformity (and hence the quality) of

such crystals can be profoundly influenced by transport phenomena which occur in the melt

region. The primary transport mechanism causing these deleterious effects is buoyancy induced

natural convection in the melt region. The low gravity environment of space offers an

opportunity to suppress the occurrence of buoyancy induced natural convection. Hence there is

a great deal of interest in the study of directional solidification of crystals in space.

The MEPHISTO project [1] is a collaborative United States, French and Australian program of

space experiments aimed at understanding the fundamental processes involved in crystal growth.

The space-borne experimental apparatus is a Bridgman type furnace with an isothermal hot zone,

an isothermal chill zone, and an insulated gradient zone. The apparatus was designed and

manufactured by the French team. Experiments are conducted on board the Mission-Particular

Equipment Support Structure (MPESS) located in the Shuttle's cargo bay. Data acquisition and

experiment control is performed remotely from the NASA Marshall Space Flight Center. The

MEPHISTO furnace contains three ingots of BiSn (U.S. experiments) or SnBi (French

experiments) binary alloy inside fused silica ampoules with a 6 mm inner diameter and a 10 mm

outer diameter. All three samples are solidified simultaneously. An identical thermal condition
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is imposedon all threesamplesby two furnaces.A fixed furnacecausesthe formationof afixed

solid/liquid interface,whilst themovingfurnacecan facilitate eithermelting or solidification in

the sample. This dual furnace arrangementthen causesa region of molten alloy which is

boundedby a stationarysolid/liquid interfaceat one endanda moving liquid/solid interfaceat

the other. The apparatusemploysthe Seebecktechniqueto determinethe moving interface

temperaturein one sample. The fixed interface is required as a referencefor the Seebeck

measurements.Themovinginterfacepositionandshapeis determinedin thesecondsamplevia

Peltierpulsing. Thef'malsampleis fitted with a resistancemeasurementcircuit which measures

the interfacevelocity, and a rapid quenchingcapabilitywhich enablesthe soluteprofile in the

liquid near the interfaceto be capturedfor post-flight analysis. After flight, the furnaceis

shippedto Francewherethe samplesareextracted. For theU.S. experiments,the samplesare

returnedto theU.S. for post-flightanalysisby teamsat theUniversityof FloridaandtheNASA

Lewis ResearchCenter.

Three MEPHISTO spaceexperimentshave taken place previously, on board United States

MicrogravityPayload(USMP)-1, -2, and-3 in October1992,March 1994and February1996,

respectively.MEPHISTO-4is scheduledto fly on USMP-4in November1997. MEPHISTO-1

and -3 were Frenchexperimentswhich investigatedthe non-facetedsolidification of tin doped

with bismuthsolute (SnBi). The MEPHISTO-2and -4 experimentsareU.S. experimentsthat

examinethe facetedsolidification of bismuthdopedwith a tin solute(BiSn). Alloys basedon

bismuthareselectedfor their favorablePeltier and Seebeckcoefficients[2].

The principal aims of the MEPHISTO-2 experimentswere (i) to examine the interfacial

morphological stability threshold of the faceted solid/liquid interface in the absenceof

convection;(ii) to evaluatethe effectsof interface kinetics on stability during diffusive, fast

diffusive andconvectivetransportregimes;(iii) to examineBi growth kineticsas a function of

supercoolingand (iv) to investigatephenomenaassociatedwith kinetic roughening[ I, 2]. The

MEPHISTO-2 experimentsused a Bi-0.1 at.% Sn alloy. Two successful melting and

solidificationcycleswereperformed. Subsequentto this, experimentalanomaliesoccurredwith

PeltierpulsingandSeebecksignals. However,fifty-five furthermeltingandsolidificationcycles



wereperformed. Finally, 15cm samplesweresolidified, with different growth rates,for post-

flight microstructuralanalysis. Thelossof reliableSeebeckandPeltierdatacompromisedmany

of the objectivesof the experiment. Despitethis, the experimentaldata resultedin a greater

understandingof the dominatingrole of interfacekinetics in morphologicalstability. Stability

phenomenawere observedthat had not beenpreviously predictedby theory or measuredin

terrestrialexperiments[2].

The MEPHISTO-4 experimentwill build on the resultsof the MEPHISTO-2experimentand

allow information lost due to the anomaliesin MEPHISTO-2to be regained. This experiment

will usea Bi-1.0 at.% Snalloy. Modificationsto theexperimentalapparatusincludethe addition

to eachampouleof a 2mm inner diametercapillary tube,which extendshalf-way throughthe

processzone. MEPHISTO-2resultsindicatethat the 6mm cross-sectioncontaineda maximum

of three grains acrossthe diameter. It is anticipatedthat the 2mm diametercapillary will

facilitate thegrowth of a singlecrystal. Thusthe Seebeckdata for growth inside the capillary

canbecomparedwith dataobtainedfor growthbeyondthecapillary. In this way a comparison

of the interfacialkineticsof a singlecrystalcanbecomparedto the polycrystallinecase. Similar

orientation-dependentcomparisonscanbe madeusingthe Peltiersample,while the capillary is

includedin the quenchingsamplefor consistency,andtracking of the resistancechange.

2. MEPHISTO: NUMERICAL WORK

The MEPHISTO project includes a program of computational modelling of the crystal growth

process. In particular, the role of convection in the melt region is to be investigated by this

approach. Accurate experimental determination of convection in metallic melts is very difficult

to achieve. The opacity and chemical reactivity of the metallic melts make non-intrusive

measurements difficult. Thus numerical investigation of this phenomena is crucial to the

complete understanding of the process. Furthermore, the computational models themselves are

to be improved by a process involving prediction of, and comparison with, the experimental

results. The aim of this procedure is to develop effective fully three dimensional computer

simulations of fluid flow related effects [2]. Previously, three-dimensional solutions for



Bridgman growth have beenlimited to steadystategrowth in succinonitrile (a widely used

transparentphasechangematerialwith propertiesanalogousto metallic materials)[3].

One of the critical functions of the supportingcomputationalwork is to predict the possible

effectsof convectionin the microgravityenvironmentof space.The microgravity levelswhich

are imposedon the apparatusoccur as a result of tidal forcesand Shuttleaerodynamicdrag.

Suchaccelerationsareconsideredto bequasisteady[4]. Theexactorientationof this quasisteady

g vectorcannotbe estimateduntil late in the flight schedule.Theeffectof transientg impulses

(causedby crew activity or orbital maneuvering- sometimescalled "g-jitter") needto be

investigated.

During MEPHISTO-1,g-jitter asa result of useof the Orbiter ManeuveringThrusters(OMS)

causedconvectionin the melt which wasobservedin the Seebeckmeasurements.The effects

on solutetransportof this g-jitter havebeenmodelledby meansof a pseudo-steadystatemodel

[5]. Theresultsexhibitedreasonableagreementwith theSeebeckdata. A moredetailedtransient

modelfor MEPHISTO-1and-2 hasbeendeveloped,using FIDAP and includingfront tracking

[7]. This modelincludedfully coupledheattransport,solutesegregation,fluid motionandphase

change. A two-stepsolutionapproachwasneededto implementfront-trackingin addition to

solutesegregation. AxisymmetricPseudo-SteadyStateModels for MEPHISTO-1and -2 were

alsodeveloped[7].

There have been other pre-flight computationalanalysesin support of MEPHISTO-4. For

example,samplerehomogenizationhasbeeninvestigatedusing a variety of finite-difference

techniques[8]. This wasnot a simulationof thesolidificationprocess,ratherthe2D convection-

diffusion equationwassolved for the fluid domainin order to determinethe time for solute

redistributionafter a remeltingprocedure.Boththermalandsolutalconvectionwasconsidered.

Resultsindicated that no additionaldiffusion time was requiredfor the systemto reach an

acceptablelevel of soluteuniformity. By meansof a transient,2D FIDAP finite-elementmodel,

convectioneffectsat microgravity levels,andin particular the influenceof the presenceof the

growthcapillary,for MEPHISTO-4havealsobeenmodelled[9]. Themodeluseda fixed-grid



approachwith the enthalpymethod being employedto model the phasechange. Temporal

averaging was used for the apparentheat capacity in the discretizedequations. Due to

computationaldifficulties introducedby the small partition coefficient for BiSn, the effectsof

soluteon density,and thussolutally driven convection,wereignored.

A scaling analysisof the convectionlevels by de Groh and Nelson [4] indicate that solutal

convectioneffectson solutesegregationmaybesignificant. However,thus far, it hasnot been

possible to include solutal convection,or even a passivesolute into numerical simulations

involving phasechangefor MEPHISTO-4. This is dueto the difficulties with convergencewith

front-trackingmethodsanddifficulties imposedby thelow valueof partitioncoefficientfor BiSn

alloy [7, 9]. Thecomputationalmodellingpresentedin thisdocumentis intendedto examinethe

effectsof thermo-solutalnaturalconvectionon the MEPHISTO-4experiments. A simplified

singledomainmodelwill beused. Thesesimulationsareintendedto supplementongoingwork

which involvesmorecomplextransient,front-trackingmodelsof theprocessthat do not include

solutalconvection. Thesimplified modelemployedis a pseudo-steadystatemodel [5, 6], which

considersonly the melt region of the solidificationprocess. Effects of soluterejectiondue to

solidification aremodeledby an "interface" boundarycondition (refer to figure 2) in lieu of

includingthepresenceof a solidphase. Thekey assumptionsof themodelarethatthe interface

is planar with its temperaturedependenton composition,the diffusion-controlleddirectional

solidification is at "steady state," end effects due to the finite length of the ampouleare

considerednegligible, and the furnacetranslationsrate is equal to the crystal growth velocity.

The constitutiveequationsfor mass,heat,speciesand momentumtransportin the fluid region

arefour coupled,secondorder, partial differential equations.Solutionsto theseequationswill

be obtainedusingthe commercialfinite elementCFD packageFIDAP.

Simulationswill be performedfor casesinvolving a steadyg vector(representingtidal anddrag

forces)of constantmagnitude.Thedirectionat which the g vectoractswill be variedfor each

case. In addition,a transientsimulationwill beperformedto investigatethe systemresponse

to g-jitter. A g-pulsewill beusedwhich is consistentwith that imposedby the thrustersof the

shuttleduring standardorbital maneuvering.
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3. MATHEMATICAL FORMULATION

3.1 Governing Equations

For this work, we shall consider the melt region during the directional crystal growth of a binary

alloy by the Bridgman process (refer to figure 1). The melt is considered to be a viscous, heat-

conducting Newtonian fluid subject to thermo-solutal convection. Thermophysical properties

are dependent on temperature while density variations in the fluid are considered subject to the

Boussinesq approximation.

The principle of conservation of momentum is then governed by the Navier-Stokes equation

P0  -+u'Vu =
(1)

where u is the velocity vector, P0 is the fluid density at the reference temperature T o and initial

solute concentration Co, T is temperature, g is the gravitational acceleration vector, DT and [3c

the volumetric expansion coefficients due to temperature and solute 1 concentration, I.t is the first

coefficient of viscosity and P is the pressure. Since density variations are limited to the

buoyancy term in equation (1), the governing equation for the principle of conservation of mass

reduces to the divergence free condition

V'u = 0

The equation for the transport of energy is a second order partial differential equation

(2)

x The units of [3c, and (C - Co) in 13c(C-Co) of (1) were (atomic fraction) 1 and atomic

fraction respectively; this was an error resulting in a larger 13c(C-Co) product. The proper

units of 13c and C are (volume fraction) _ and volume fraction. See Postscript notes, section 7,
for a discussion.
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PoCp at

in which K is the thermal conductivity and Cp is the specific heat capacity.

equation for the conservation of solute concentration is

(3)

The governing

aC
+.-vc--V.IDVCl <4)

& % /

where C is the atomic fraction of solute and D is the diffusion coefficient of the solute (Sn) in

the solvent (Bi).

The model under consideration is a pseudo-steady state model similar to that by Alexander et.

al. [6]. This is a single domain model which only considers the melt region of the solidification

process. Thus constitutive equations (1) to (4) are continuous over the entire simulation domain

and no solid-liquid interface matching conditions need to be developed. However, the

temperature of the pseudo interface is allowed to change due to changes in solute concentration

in compliance with the equilibrium phase diagram.

Now that the constitutive equations have been introduced, initial conditions and boundary

conditions need to be specified so that the problem becomes fully defined and a solution may be

sought.

3.2 Initial and Boundary Conditions

The pseudo-steady state model (PSSM) is a widely used model for the simulation of steady-state

Bridgman crystal growth. There are many variants of this model, the simplest being single-

domain solutions that consider the solid/liquid interface to be flat with a constant melting

temperature [5, 6]. More complex variants may include the presence of a solid [7]. For the

present work, we will improve the single-domain steady state model of Alexander [5] and
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Alexanderet. al. [6] by including the effects of a concentration dependent solid/liquid interface

temperature and solutal convection. This new idealized model is shown in figure 2. The

assumptions that underpin this new model are 1) that the interface is considered to be planar and

its temperature concentration dependent, 2) the diffusion controlled directional solidification is

at "steady state," making the average composition at the s/1 interface Co, 3) end effects due to

the finite length of the ampoule are negligible, 4) the furnace translation rate is equal to the

crystal growth velocity, 2 and 5) the (steady state) concentration profile used is a reasonable

approximation of the profile expected during the (transient) process. Translation of the ampoule

relative to the furnace is modelled by translating the coordinate axes at a rate equal to the growth

velocity. This results in a continuous slug of melt moving opposite to growth velocity (-ug) and

at the bulk solute composition Co being supplied through the inlet. The "inlet" or "far field"

boundary conditions then are (from ref. [5, 6])

atx xf u u u O, T=Th, aC u [/ -C°/].... ' = - g C (5)
g Y Ox D

in which T h is the hot zone temperature. The effect of solute-poor material solidifying at the

crystal-melt interface is modelled by the boundary conditions applied at the "interface" boundary.

Since we have assumed that the crystal growth rate is equal to the furnace translation rate, the

interface boundary is located at a fixed distance L from the inlet. Since the freezing temperature

of a binary alloy is dependent on the solute concentration (refer to figure 4), the interface

temperature will be considered variable with concentration. Thus, the boundary conditions

applied at the interface boundary become (from ref. [5, 6])

atx x_. u -u , u 0, T T +mC, OC u
..... - ' (1-k)C (6)

• x g y m 0x D

2Because of the solute build up at the interface, this may not be true during the initial

transient. However, because of the large temperature gradients, the interface quickly catches

up with the furnace translation.
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in whichT m is the melting temperature of pure bismuth, m is the slope of the liquidus line (refer

to figure 4) and k is the partition (or segregation) coefficient for a BiSn alloy. The ampoule

walls are considered to be impermeable to solute and translate at the growth velocity,

aC
aty=+R: u =-u , u =0, -0 (7)

x g y ay

in which R is the ampoule inner radius (half simulation domain height). For the thermal

boundary conditions, there is an initial adiabatic length near the interface and the remainder of

the walls are at the furnace temperature

aty=±R. 0T_0 forx <x<x , T=T forx <x<x (8)
Oy i a h a I

in which x i, x, and x t are the interface, end of adiabatic zone and inlet x locations, respectively.

The initial conditions employed for the steady state solutions were

u =-u , u =0, T=T C=C (9)
• lI Y h 0

3.3 Concentration Modification

Boundary conditions for concentration (5) and (6) implicitly assume that, for concentration, a one

dimensional "steady-state" growth mode exists. During steady state growth, the concentration

of the solid at the interface is equal to the far-field value of concentration (Co = 1 at.%). The

concentration in the liquid is given by the equation (from ref. [10, 11])
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[ l k "°/]C,_ = C O 1 +---_exp( -ux (10)

in which x' is the distance from the front into the melt. Note that this analytical solution has

been obtained by assuming a constant value for diffusion coefficient, D. Due to the low value

of partition coefficient, k, for the BiSn alloy system considered in this work, the diffusion-

controlled growth is in the "initial transient" regime throughout the entire experiment. Thus the

steady state concentration profile in the liquid is never encountered in the experiment. The

concentration values calculated by the steady state model were found to be unrealistic; in

particular it predicted concentration values which would lead to the formation of the second

phase (Sn-rich) at the interface. The model was altered so that it would furnish a more realistic

concentration profile. The most effective way to achieve this end was to retain boundary

conditions (5) and (6), and simply alter the far-field concentration value, Co, and thus the average

solid composition at the interface, changing them to Cs*. The value of Cs* was determined using

the equation for the concentration at the solid interface, during the initial transient, with diffusion

controlled growth (from ref. [10, 11])

c.:c0[xs ,-k exp(kuz,D)]  fork.0,,  11,

In which z is the distance over which solidification has occurred. The result after growth has

progressed for 1.5 cm is C_* = 0.4 at.%. The value of Co selected was then 0.4 at.%. Figure 5

is a plot of the steady state profile yielded with this new value. A constant diffusion coefficient

of D -- 3.0 × 10 .5 cm2/s (which is the value for D at 550 K, refer to table A1) was used. This

altered model then constitutes the concentration modified pseudo steady state model (CM-PSSM).

Its utility is that it enables us to investigate the effects of thermo-solutal convection on the

solidification process. This compromise was necessary since more realistic models, involving

a full transient analysis with front-tracking, have not been able to include the effects of solute

[9], yet it is strongly desired to gauge the effect of solutal gradients on convection, since those

effects are expected to be of the same order of magnitude as those thermal driven [4,8].
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In summary,a new steady-statemodelknownat the concentrationmodifiedpseudosteadystate

model (CM-PSSM)hasbeenproposed.The keyassumptionsemployedin formulatingthismodel

are 1) the interfaceis planarandits temperatureis concentrationdependent,2) a "steadystate"

modeof directionalsolidificationexists,3) endeffectsarenegligible, 4) the furnacetranslation

rate is equal to the growth velocity, and 5) the (steadystate)concentrationprofile usedis a

reasonableapproximationof the profile expectedduring the (transient)process.Note that no

constitutionalsupercoolingin the melt is incorporatedin the model.

Now that the constitutive equations, initial conditions and boundary conditions have been

specified for the model, an appropriate numerical solution scheme needs to be determined so that

a solution may be obtained to the problem posed.

4. NUMERICAL ANALYSIS

4.1 Discretization and Solution Scheme

Numerical solutions are obtained via the commercial finite element CFD code FIDAP (release

7.6). Four node quadrilateral finite elements were used. Bilinear shape functions for velocity,

temperature and concentration were employed. Linear interpolation for pressure (discontinuous

at the element boundaries) was used. Further details of this finite-element formulation may be

found in [12]. The FEM discretization of equations (1) to (4) results in a set of strongly-coupled

nonlinear algebraic equations. For the steady g simulations (presented in section 5.1), a Picard

iteration scheme was used to solve these equations. This involved applying a single iteration of

successive substitution (large radius of convergence, slowly convergent) followed by nonlinear

Newton-Raphson iterations (small radius of convergence, quickly convergent). Convergence of

the iterative scheme is assessed using the following criteria

IIu p - up-l II

iluP-ll[

< 10 -3 (12)
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IIRPl----_I _ 10 -3 (13)

IIR° II

in which u represents the solution vector (of the field variables velocity, temperature and

concentration), R is the residual vector, p denotes the iteration number and the L 2 norm is defined

as (from ref. [13])

where n is the length of the vector and j is a dummy index. The tolerance value used (10 3) is

an order of magnitude smaller than the FIDAP default value and has been used in previous work

[3]. Convergence occurred after no more than 5 iterations for all cases studied. Computations

were carried out on a Silicon Graphics Power Challenge workstation with four 90 MHz

processors. The CPU burden was typically 50-58 seconds. For the transient simulations

involving a g impulse (presented in section 5.2), solution at each time step was achieved via a

Newton-Raphson iteration scheme. The same convergence criteria were employed. Fully implicit

time integration was used with a variable time step. The minimum and maximum time steps

used were 0.05 and 8 seconds, respectively. Computations were performed on the same platform

as for the steady g simulations. A total of 505 time steps were calculated, for a f'mal finish time

of 1,140 seconds. The CPU requirement was 5,600 seconds.
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4.2 Grid Independence Study

The mesh used is shown in figure 3. There are a total of 60 finite elements in the x-direction

and 18 finite elements in the y-direction. Half of the total number of f'mite elements are located

within the adiabatic zone, with the elements being progressively graded as the crystal-melt

interface is approached. This is to ensure an efficient placement of elements near the crystal-

melt interface where solutal gradients are large. To determine the adequacy of this discretization,

simulations were performed using three different mesh sizes, for a test case with a constant

gravity vector of 1 _g oriented at 0 = 0 ° (horizontal Bridgman growth). The flow-field results

indicated that the 60 × 18 discretization was appropriate, since the variables examined did not

change by more than 1% at the next highest level of mesh refinement. The results of this study

are summarized in Table 1. The field variables examined were

IUmax1, the maximum value of velocity throughout the flow domain. The value of growth

velocity is subtracted from the velocity vectors used to determine this calculation (refer

to section 5.1). The location of this quantity is also given.

Tmid, the value of temperature in the midpoint of the adiabatic zone (x = 4.77305 cm, y

= 0 cm). This quantity has been used in the literature to test convergence for natural

convection in a closed cavity [14, 15].

Cm_d, the value of concentration at the interface boundary and on the centerline. This

location was selected in the absence of a "natural" test location. It should be noted that

the concentration profiles were almost identical for all three meshes (indicating that the

mesh grading is effective in resolving the diffusion-controlled solute boundary layer).

The CPU burden required is also given in the table. Note the difficulties encountered in

achieving convergence at the coarsest mesh.
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Table 1. Summary of grid independence results (quantities in brackets indicate the percent

change between the value found using the present mesh and at the next most refined mesh).

Mesh

30.,9

60× 18

120 × 36

lUmax[ ×10 s

(cm/sec)

4.514

(2.03%)

4.424

(0.6827%)

4.394

[Umax[ location

(x cm, y cm)

(5.123, 0.1667)

(5.132, 0.1667)

(5.137, 0.1667)

Tmid

(K)

755.0

(0.453%)

751.6

(0.173%)

750.3

Cmid

(at. %)

13.7921

(0.001%)

13.7919

(0.001%)

13.7918

CPU

(sec/# iterations)

101/29

58/5

468/5

5. RESULTS

5.1. Steady Gravity Vector

Simulations were performed for a g vector of constant magnitude 1 I.tg at a variety of orientations

(the definition of angle 0 is provided in figure 2). The orientations considered were 0 = 0 °

(horizontal Bridgman growth), +22.5 °, +45 °, +67.5*, +90" (vertical Bridgman growth, crystal at

top) -45" and -90 ° (vertical Bridgman growth, crystal at bottom) degrees. The most pertinent

results were for the 0 = 0", +45", +90" and -90" configurations because residual gravity in

MEPHISTO-4 is expected to be 1 _g at +45" and previous MEPHISTO modeling has considered

gravity vectors acting at 0 ° and -90". These will be presented in depth in this section while plots

of the results for the remaining configurations are provided in appendix A. In addition,

supplementary simulations were performed which excluded the effect of solutal convection and

considered thermal convection only. The orientations considered were 0 = 0", +45 °, +90" and

-90" degrees. The purpose of these supplementary calculations is to provide a comparison with

results obtained in the cases which included solutal convection, and hence aid in the

determination of the importance of solutal convection on the interface solute concentration levels.
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Thermophysical properties and other constants used in obtaining the solution are provided in table

A 1 in the appendix. Note that the x locations of the interface, end of adiabatic zone and inlet

were taken to be xi = 3.94805 cm, xa = 5.59805 and x_ = 11.25 cm. These values were consistent

with the simulations for MEPHISTO-4 in ref. [9].

Figure 6 (a) is a plot of velocity vectors for the case of 0 -- 0" (horizontal Bridgman growth).

Note that the growth velocity component has been subtracted from these plots for clarity. Also

note that the entire domain is not shown; the x range of the plots is smaller than the cavity length

in order to highlight details near the interface. The main feature of the results is that there are

two counter-rotating convective cells in the flow domain. The primary convective cell, which

is driven by thermal gradients, rotates in a counter-clockwise fashion. The length of this

convective cell is approximately 2.1 cm resulting in aspect ratio (height:length) of 0.29. The

maximum velocity in the domain occurs in this thermal convective cell. The magnitude of the

maximum velocity is 4.424 × 10 .5 cm]s (an order of magnitude lower than the growth velocity)

at a location of (5.132, 0.1667) cm. As will be shown later, at these velocities diffusive transport

is dominant over convective transport. The secondary convective cell, driven by solutal

gradients, is near the interface. This cell is 0.172 cm long with an aspect ratio (height:length)

of 3.49. The velocities in this cell are smaller than in the primary cell. In particular, the

velocities are very small near the interface, for example, the velocity at (x ---3.9462 cm, y -- 0

cm) is only 3.873 × 10 -6 cm/s. Figure 6 (b) is a plot of the density variation in the buoyancy

term of equation (1). This plot makes the net driving force behind the convective motion seen

in figure 6 (a) readily apparent. At the interface, solute rejection leads to high levels of solute.

This opposes the tendency of the fluid density to increase in response to the low temperatures

near the interface. The net result is that the fluid is below the reference density at the interface

(note that Sn is lighter than Bi). Moving away from the interface, the solute concentration

decays while temperatures steadily increase. The net result is a region of maximum density

located between the two convective cells seen in figure 6 (a). Further away from the interface,

the density decreases linearly in the adiabatic zone. Near the end of the adiabatic zone the

density contours exhibit curvature. Past the adiabatic zone the density takes on a minimum
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value. Figure 7 (a) is a plot of solute concentration contours for this gravity orientation. Note

the finer scale used on the x-axis (x range to 6 cm). The main feature to note is that the solute

concentration lines remain flat. This indicates that convective effects on the solute boundary

layer are negligible and so the growth is dominated by diffusion. Figure 7 (b) is a plot of the

temperature contours for the same case. Again, convection has not significantly distorted the

isotherms. Note also the curvature of the isotherms at the end of the adiabatic zone (x = 5.59805

cm). These are due to heat being conducted in from the hot zone. The minimum temperature

at the interface is 512 K; this is lower than the reference value of 544.3 K since the solute

concentration at the interface has suppressed the melting temperature. The interplay of

concentration levels indicated in figure 7 (a) and the temperatures shown in figure 7 (b) result

in the density contours shown in figure 6 (b).

Figure 8 (a) is a plot of velocity vectors for a gravity orientation of 0 = +45", i.e. equal

components of gravity acting in the negative y direction and horizontally away from the interface

in the positive x direction. As for the horizontal growth case detailed above, the most important

feature is the presence of two counter-rotating convective cells. The character and dimensions

of the cells are identical to those in the horizontal case, however the velocities are smaller in

magnitude. The maximum velocity occurs in the primary convective cell. Its magnitude is 3.132

× 10-Scm/s at a location of (x = 5.132 cm, y = 0.1667 cm). The ratio of the maximum velocities

for this orientation to that found for horizontal Bridgman growth is 0.707. This is also the ratio

of the y gravity components, highlighting the direct relationship between y gravity component

and the resulting level of convection. There is no discernible difference between the plots of

density, solute concentration and temperature contours for this case and those provided in figures

6 (b), 7 (a) and 7 (b) and so they have been omitted. Figure 8 (b) is a plot of velocity vectors

for a gravity orientation of 0 = +90 °, i.e. anti-vertical Bridgman growth with the gravity vector

pointing away from the crystal and into the melt. For this orientation, concentration gradients

are stable while temperature gradients are unstable. As there is no longer a y gravity component,

the character of the convective motion has changed compared to the convective motions exhibited

in the previous two cases. For the 0 = +90" configuration, two convective cells exist in the

region at the end of the adiabatic zone. The cells are mirror images of each other about the x-
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axis. The velocitiesat the x-axis (y = 0) are in the positive x direction. The maximum velocity

is 3.0498 × 10-6 cm/s at a location of (x -- 5.718 cm, y = 0 cm). This is two orders of magnitude

lower than the value of growth velocity, and approximately 12 times slower than the maximum

velocity for the 0 = 0 ° case. Because of the low gravity magnitude no Rayleigh-B6nard style

convective instabilities [16] are observed. Since there are no thermal or solutal gradients normal

to the direction of the gravity vector, convection is absent near the interface. Thus conditions

at the interface are completely diffusion controlled. Again, there is no discernible difference

between the plots of density, solute concentration and temperature contours for this case and

those for 0 = 0" so they have been omitted. Figure 8 (c) is a plot of velocity vectors for a

gravity orientation of 0 = -90 °, i.e. vertical Bridgman growth with the gravity vector pointing

down at the crystal. For this orientation, concentration gradients are unstable while temperature

gradients are stable. The important detail to note is that the convective motions operate in the

reverse sense to those for the 0 = +90" case, such that the flow at the centerline is in the negative

x direction.

The next step in our analysis is to assess the impact of these solutal-convective motions on the

solute segregation at the interface (and hence the solute segregation in the solid). Figure 9 shows

solute concentration values across the interface (x = x_ = 3.94805 cm), for each gravity angle 0

tested. For the anti-vertical and vertical Bridgman growth configurations (0 = +90°),

concentration remains constant since conditions at the interface are completely diffusion

controlled. For other values of 0, the presence of convective transport causes concentration to

vary slightly across the interface. The minimum and maximum values of concentration occur

at y = -0.3 cm and y = +0.3 cm, respectively. As 0 moves from +90" to 0 °, the difference

between maximum and minimum concentrations increases. The maximum disparity between

minimum and maximum concentrations occurs for the 0 = 0 ° case, corresponding to the

maximum level of convection. For this orientation, Cm,x = 13.867 at.%, Cm_, = 13.722 at.%.

These values correspond to 0.402 at.% and 0.398 at.% in the solid.
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Figure 10 is a plot of radial solutesegregation,_, againstgravity angle,0. The radial solute

segregationis definedas

100% x(Cmx- Cn)
= (151

12
IL¥

Cav is taken to be the average value across the interface (a lateral average [7]). The maximum

value of segregation is 1.046% for 0 = 0 °. The authors consider this value of segregation to be

negligible. This confirms that the levels of convection are small, the process is diffusion-

dominated. As angle 0 increases, the segregation level decreases. Note that the level of

segregation decreases much more rapidly with 0 as 0 - +90 °. At 0 = +90 °, the pure diffusion

orientation, there is zero segregation.

What remains now is to compare and contrast these results to a case in which solutal convection

is ignored. Figure 11 (a) is a plot of velocity vectors for a simulation with 0 = 0 ° and thermal

convection only. In contrast to the results for thermo-solutal convection, there is a single,

dominant counter-clockwise rotating convective cell. The length of this convective cell is about

2.25 cm with an aspect ratio (height:length) of 0.266. The maximum velocity is 4.427 × 10.5

cm]s (slightly larger than the thermo-solutal case) acting at a location of (x = 5.1324 cm, y =

0.1667 cm). which is identical to that found in the thermo-solutal case. The maximum velocities

within the solutal boundary layer are 5.450 × 10 .6 cm/s and 1.969 × 10.5 cm/s for the cases

including and excluding solutal buoyancy, respectively. Figure 11 (b) is a contour plot of the

density in the buoyancy term of equation (1). Here, there is no contribution from solute, so the

density varies linearly with temperature throughout the adiabatic zone to the interface. Figure

12 is a trace of density values along the centerline extracted from figures 6 (b) and 11 (b). Note

the profound influence of solute on the density near the interface, when compared to the thermal

convection only case. It is these density gradients which are the cause of the convective patterns

observed in each case. Figure 13 (a) is a plot of concentration contours for the thermal

19



convectiononly case. The importantdetail to note is that eventhough [Uma x I is about the same

for the cases including and excluding solutal convection, the maximum velocity within the solutal

boundary layer is 3.61 times greater in the thermal convection only case; the higher level of

convection has resulted in the concentration contours being slightly distorted. The contours now

take on a very gentle "reverse-s" shape. Figure 13 (b) is a plot of isotherms for this case. Note

that the minimum temperature (510 K) is lower than that found from the thermo-solutal case (512

K). This is expected and is due to the greater amount of solute transport by convection at the

interface (recall that the melting temperature at the interface is dependent on the value of

concentration). The isotherms near the interface are still flat. Figure 14 is a plot of

concentration traces across the interface for the thermo-solutal convection case and the thermal

convection only case. A diffusion-only case (0 = +90") is included to provide a basis for

comparisons. Note the following dramatic difference between the concentration traces predicted

by the two simulations. First, the locations of the maximum and minimum values of

concentration have been transposed, such that the segregation is in the opposite sense. Second,

the higher levels of convection near the interface have resulted in a higher maximum

concentration (14.51 vs. 13.87 at.%) and a lower minimum (13.02 vs. 13.72 at.%). The value

of radial solute segregation, _, is an order of magnitude higher, at 11.5%; and is considered large

enough to represent a departure from diffusion dominated growth.

5.2 "g-jitter" Analysis

Transient simulations (including both thermal and solutal buoyancy) were performed to examine

the system response to the application of a single g impulse. The g impulse vector was at an

orientation of 0 = 0 °, with a magnitude of 100 p.g and a duration of 1 second. This corresponds

with standard orbital maneuvering. In addition, a steady g vector, at an orientation 0 = 0 ° and

a magnitude of 1 p.g, was applied for the entire duration of the simulation. This corresponds to

the quasisteady g effect of tidal and aerodynamic drag forces as considered in section 5.1. The

initial condition used for the solution was the steady state solution obtained for the corresponding

case in section 5.1. The g impulse was applied from a simulation time of t -- 0.0 to t = 1.0

second.
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Figure15 is a plot of velocity vectorsat four selectedtimesthroughoutthe simulation. Figure

15 (a) is at a simulationtime of 0.5seconds,i.e. half way throughthe gravity pulse. The level

of convectionhas increasedsignificantly over the steadystateresult. The valueof maximum

velocity is 4.080 × 10 -4 cm]s, which is higher than the growth velocity. The location of this

maximum velocity has shifted to (x = 4.861 cm, y -- 0.2333 cm). This is further from the

centerline and closer to the interface than for the steady state case. Indeed, the entire convective

motion is much stronger, as can be gleaned by perusing the plot. This trend continues for the

plot shown in figure 15 (b). This figure is the velocity field at a time of t = 1.0 second, i.e. just

as the pulse terminates. This is the time at which maximum velocities are found. The value of

maximum velocity is 6.309 × 104 cm/s, which is 1.87 times the growth velocity. The location

at which the maximum velocity acts is (x = 4.945 cm, y -- 0.2333 cm). Figure 15 (c) shows the

velocity vectors after 25.2 seconds. At this time, the strength of convection has decreased

appreciably - the maximum value is 6.996 × 10Scm]s at (x = 5.237 cm, y -- 0.1667 cm). The

convective motions are similar to the steady state case although the magnitudes are higher. The

final plot, figure 15 (d) is for a time of 126 seconds. At this time, the convective motion has

almost been restored to steady state. The maximum velocity is 4.426 ,, 10 .5 cm/s at (x ---5.132

cm, y -- 0.1667 cm). This value is only 0.1% higher than that which occurs at steady state and

is at the same location.

Figure 16 is a plot of radial solute segregation at the interface (as defined by equation 15) against

time. The maximum value of segregation does not correspond to the time at which convection

is a maximum; rather the maximum rate of increase in segregation occurs when convection levels

are at their highest. The increased convection levels in the flow field from 0 to 126 seconds lead

to increasing levels of radial solute segregation. The maximum segregation is found to be 1.31%

, at a simulation time of t =126 seconds, when the level of convection is restored (almost) to the

steady state value. After this time the level of segregation slowly decreases as the solute field

slowly drifts toward its steady state configuration. Even though _ has increased by about 30%

due to the impulse, this level of segregation is still insignificant and would be within the scatter

and uncertainty of a physical measurement. Post-flight measurements on a Bi- 0.1 at%Sn ingot

solidified in space with similar g and g-jitter conditions have shown composition to increase from

21



about0.01at.%to 0.1 at.% alongthecenterlineasa result of the g-jitter impulse[17]. Such a

dramatic composition increase has not been predicted by the present work. Since the simulations

performed were subject to steady state assumptions (refer to section 3), the authors suspect that

all the important transport phenomena have not been modelled adequately. To do this a more

detailed model is required which includes the presence of a solid phase and a moving solid/liquid

interface. Such a model is unencumbered by steady state assumptions and should furnish results

with better agreement with the experimental data.

Figure 17 is a plot of solute concentration traces across the interface at the simulation times

considered above. The t -- 0.5 and t = 1.0 second traces are almost indistinguishable from the

steady state traces. Even though the convection is much higher at these times, the convective

fields have not established themselves for a long enough period of time to have an impact of the

solutal field. The t ---25.2 and t -- 126 second traces show deviation from the steady state. Time

has allowed the increased convection to alter the solute field. Also worthy of note is the

asymmetry of the traces at the later times. The departure from the steady state case is less in the

y = -0.3 to 0 cm section of the interface when compared to the y -- 0 to 0.3 cm section of the

interface. This could possibly indicate that the convective cell driven by thermal gradients is

slightly dominant over the cell driven by solutal gradients at increased levels of convective

strength.

6. CONCLUSIONS

The aim of these simulations was to quantify the effect of thermo-solutal convection on the

MEPHISTO-4 space experiments. The results show that for all orientations of the steady state

gravity vector of magnitude 1 p.g the directional solidification process remains diffusion

controlled. The maximum convective velocity was found to be 4.424 x 10 .5 cm/s for the

horizontal Bridgrnan growth configuration (0 -- 0"). This value is an order of magnitude lower

than the growth velocity of 3.38 × 10 .4 cm/s. The maximum value of radial solute segregation

(as defined by equation 15) was found to be _ = 1.046%. The radial segregation was such that

the concentration at the interface decreased in the direction of applied gravity. A secondary
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objectiveof this work wasto compareresultsobtainedincludingsolutalconvectionwith those

that considerthermalconvectiononly. This work indicatedthat theadditionof solutalconvection

had a profound effect of the convective flow patternsand the resulting levels of radial

segregationat the interface. Simulations that ignored solutal convection were found to

overpredict the level of radial segregationby an order of magnitudeand to reversethe

concentrationprofile at the interface,with concentrationat the interface increasing in the

directionof appliedgravity.

The final componentof the presentstudywas to examinethe effect of g-jitter. For a 100 _g

gravity pulseof duration 1 secondand acting normal to the direction of growth, the process

remainsdiffusion controlled. The levelof radialsolutesegregationincreasedto a peakvalueof

= 1.31%. The maximum level of convectionwas found to be 6.309 × 10-4cm/s at a

simulationtime of t -- 1sec(i.e. at thetime whenthe pulseterminated). After 126seconds,the

level of convectionhadreturnedto a valueof 4.426 × 10.5cm/swhich is within 0.1%of the

initial steadystatevalue. This was the time at which maximumradial solutesegregationwas

observed.After this time, the level of radial segregationslowly decreased,to a valueof 1.11%

at 1140seconds(the simulationfinish time).

7. POSTSCRIPT

There is a subtle and significant nuance to the use of 13c and C in equation (1). As defined, 13c

is equal to dp/dC divided by P0. In practice however, 13c is determined as (P2-P_)/Pl(C2-C1)

where p_ and P2 are the densities of the pure solvent and solute respectively, and C L and C 2 are

the compositions of the pure solvent and solute respectively. Note that C1 and C 2 are always

equal to 0 and 100% respectively. In using (p2-p_)/p_(C2-C_), a linear relation is assumed

between density and composition in the units of C. This assumption is valid, in general, when

the units of C are in volume percent (or fraction) [18]. We used atomic fraction which

exaggerated the influence of solute in the density of the liquid in (1). However, since the flow

is nearly negligible, and growth was determined to be dominated by diffusion, this error is not

considered significant to the major conclusions of this work.
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Figure 1. Schematic of Bridgman crystal growth process.
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Figure 2. Computational domain for pseudo-steady state model, including pertinent boundary

conditions. Angle 0 is defined as the angle from the y-axis to the gravity vector, counter-

clockwise positive. This results in the gravity force components gx = g sin 0, gy = -g cos 0.

26



_ 0

- CO

- 14.

I .... I ....

o o (5

(w0)

E
0

v

x

°_

0

°_

z_.
• ,_

g=

_g

0._

0
E_

0

2?



Tm

T

TL

T$

c_+ Liquid

es _ _ kCL _

Liquid

I
I

I
CL #_

C r

Figure 4. Bi rich portion of the linearized BiSn binary alloy phase diagram. The change in

melting temperature of the alloy with increasing tin composition is given by the slope of the

liquidus line, rn. The composition of the liquid at the interface (CL') and the composition of the

solid at the interface (Cs*) is related by the segregation coefficient, k.

28



0.0 0.5 1.0 1.5 2.0
14 14

12

10

4

0 0
0.0 0.5 1.0 1.5 2.0

distance from interface (cm)

12

10

Figure 5. Steady state solute concentration profile in the liquid domain from diffusion based

analytical result.

29



0=0, 1 _g

0.2

0.0

•-----, 1 cm. 7.1g73 x 104 ct_,

4 5 6

_:: ,.:=-_-- ...... ___,__.,__ _ '- , ,
.::.. _,,I_._-- ._:., ",, ,, _ . .
,.., ., -'__._._,_,_ ............ :

1:l:::::::,:::"-4-='T--r--I---;'--'_ "- F "'l" :1 ; i

4 5 6

x (cm)

7
I

I I I I I I I

7

8

0.2
0.0

-0.2

8

(a)

A

E

DENSITY: 9.53 9.59 9.66 9.72 9.79 9.85 9.92 9.98

4 5 6 7

0.2

0.0

-0.2

4 5 6 7 8

x(cm)

8

0.2

0.0 (b)

-0.2

Figure 6. (a) Velocity vectors for 0 = 0" simulation, including the effects of buoyancy due to

temperature and solute. The growth velocity, u_ has been eliminated from the x-component of
velocity for this and subsequent velocity plots so the true nature of the convective flow can be

revealed. Two convective cells can be discerned, one small, clockwise rotating cell next to the

interface and a large counter-clockwise rotating cell. (b) A contour plot of the value of density

used in the buoyancy term of equation (1). This indicates the gradients which motivate the
convective flow seen in (a).
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of equation (1). This indicates the gradients which motivate the convective flow seen in (a).
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vertical. 0o) Contour plot of temperature throughout the simulation domain. Note the minimum

interface temperature is lower (510 K) than that for the case with solutal convection (512 K).
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Figure 15. Velocity vectors for a simulation time of {a) t = 0.5 sec, {b) t = 1.0 sec, (c) t = 25.2

sec and (d) t = 126 sec. Note the different scales used for the vector magnitudes.

36



0 2_ _0 600 _0 1000

1.30 1.30

1.25 1.25

(%) 1.20 1 1.20

1.15 1 1.15

1.05 _ 1.05
, _ , J I , , _ , P _ , _ , / J , , , I . _ _ _ I ,

0 200 400 600 800 1000

time (sec.)
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Figure ALl. Velocity vectors for simulations with solutal convection for (a) 0 = +22.5" and (b)

0 = +67.5" cases. The character of convective motion is similar in both cases, but note the

difference in magnitude of velocities. Contour plots of density, temperature and solute

concentration are not discernably different to those shown in figure 6b and 7, and so are not

provided.
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Figure A4. Concentration contours for simulations without solutal convection for (a) 0 =

+90" and (b) 0 = +45" orientations. Contours for the -90" case are identical to the +90" case

and so are not presented.
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Figure AS. Temperature contours for simulations without solutal convection for (a) 0 = +90"

and (b) 0 = +45" orientations. Again, contours for the -90" case are superfluous.
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Table A1. Thermophysical properties and other pertinent physical values.

Quantity Units Value

Microgravity, _g cm/s 2 980.6 x 10.6

Hot furnace temperature, T h K 971.3

Melting tempearture of pure Bi, T m = T o K 544.3

Furnace thermal gradient, dT/dx K/cm 260

Slope of Liquidus line, m K/(at. frac.) -232.1

Initial solute concentration, Co at. % 0.4

Density of Bi at reference state, P0 g/cm3 10.07

Growth velocity, ug cm/s +3.38 x 10-4

Thermal expansivity, 13r K _ 1.25 × 10 "4

Solutal expansivity, 13c (at. frac.)" 0.305

Distribution coefficient, k at. %/at. % 0.029

First coefficient of viscosity of Bi, _ cP 0.4458 exp[1.541 kcal-mol-_/RT]

Diffusivity of Sn in liquid Bi, D cm2/s 5.2 × 104 exp[-3.2 kcal-mol_/RT]

Thermal conductivity, _: W/cmK

at 545 K 0.124

573 K 0.131

700 K 0.141

800 K 0.15

900 K 0.159

Specific heat at constant pressure, cp cal/gK

at 545 K 0.0346

600 K 0.0336

700 K 0.0326

800 K 0.0321
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